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Abstract – We are developing a helper robot that carries out tasks ordered by the user through speech. The robot needs a vision system to recognize the objects appearing in the orders. It is, however, difficult to realize vision systems that can work in various conditions. Thus, we have proposed to use the human user's assistance through speech. When the vision system cannot achieve a task, the robot makes a speech to the user so that the natural response by the user can give helpful information for its vision system. Our previous system assumes that it can segment images without failure. However, if there are occluded objects and/or objects composed of multicolor parts, segmentation failures cannot be avoided. This paper presents an extended system that tries to recover from segmentation failures using photometric invariance. If the system is not sure about segmentation results, the system asks the user by appropriate expressions depending on the invariant values.


I. INTRODUCTION

Service robotics is an area in which technological progress leads to rapid development and continuous innovation. Developing robot companions that support a natural interaction with a human user is a challenging research topic. The basic idea of a robot companion is that it is used as a personal robot which a user shares his private home with. Thus, the interaction interface has to match all requirements for an easy usability, so that even naive users are able to interact with the robot without an extensive training phase and engineering knowledge.

Recently, helper robots or service robots in welfare domain have attracted much attention of researchers for the coming aged society [1][2]. Such robots need user-friendly human-robot interfaces. Multimodal interfaces [3][4][5] are considered strong candidates. Thus, we have been developing a helper robot that carries out tasks ordered by the user through voice and/or gestures [6][7][8][9]. In addition to gesture recognition, such robots need to have vision systems that can recognize the objects mentioned in speech. It is, however, difficult to realize vision systems that can work in various conditions. Thus, we have proposed to use the human user's assistance through speech [6][7][8][9]. When the vision system cannot achieve a task, the robot makes a speech to the user so that the natural response by the user can give helpful information for its vision system.

In the initial stage of research [6][7][8], we assumed that the scene was relatively simple so that the vision system detects one or at most a few regions (objects) in the image. Thus, even though detecting the target object may be difficult and need the user's assistance, once the robot has detected an object, it can assume the object as the target. However, in actual complex scenes, the vision system may detect various objects. The robot must choose the target object among them, which is a hard problem especially if it does not have much a priori knowledge about the object. We have tackled this problem in [9]. The robot determines the target through a conversation with the user. We have presented a method of generating a sequence of utterances that can lead to determine the object efficiently and user-friendly. It determines what and how to ask the user by considering the image processing results and the characteristics of object (image) attributes.

In our previous work, however, we still simplified the problem. We assumed that we could obtain perfect image-segmentation results. Each segmented region in images corresponds to an object in the scene. However, we cannot always expect this one-to-one correspondence in the real world. Segmentation failures are inevitable even by a state-of-the-art method. In this paper, we address this problem. Although segmentation fails due to various reasons, we consider two most typical cases here: occlusion and multicolor objects. If a part of an object is occluded by another object, these two objects might be merged into one region in an image. If an object is composed of multiple color parts, each part might be segmented as a separate region. We propose to solve this problem by combining a vision process with photometric invariance and interaction with the user.

There has been a great deal of research on robot systems understanding the scene or their tasks through interaction with the user [10][11][12][13][14][15][16]. These conventional systems mainly consider dialog generation at the language level. In this research, however, we concentrate on computer vision issues in generating dialogs where the
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scene is relatively complex. The scene may include multicolor and/or partially occluded objects.

II. PROBLEMS OF SEGMENTATION

The basic framework of the proposed system is the same as that of our previous system [9]. The system first carries out image segmentation. We have developed an object segmentation method based on the mean shift algorithm and HSI (Hue, Saturation, and Intensity) color space. Although the mean shift algorithm and the HSI color space have been separately used for color image segmentation, conventional methods using one of them fail to segment an image when the illumination condition will change. To solve this problem, we use the mean shift algorithm as an image pre-processing tool. This reduces the number of colors in the image and divides it into several regions.

Once the process using the mean shift algorithm is completed, the merging process of adjacent regions begins. The objective of this step is to find regions that can reasonably be assumed to belong to a single object. We use the Hue, Saturation and Intensity components of the HSI color space to merge the homogeneous regions which likely come from a single object. For homogeneous regions, we use threshold values for each component of HSI. We use the histograms of each component to select the appropriate threshold. The threshold values are selected dynamically based on the illumination condition of the image and thereby efficiently segment out specific color regions in different illumination conditions. Fig. 1 shows an example of image segmentation.

We can extract certain color objects by specifying their color. In [9], we have proposed a system that asks the user about the color, shape, size and position of the target object to identify it among the segmented objects (regions). The system determines what attribute it will ask depending on the segmentation result and the characteristics of image features. It also changes how to ask questions depending on the situation so that the user can easily answer the questions and the system can effectively identify the target.

The system can work as long as the segmentation results satisfy one-to-one correspondence, that is, each region in the image corresponds to a different object in the scene. However, we cannot always expect this in complex situations. Two most typical cases that break this assumption are occlusion and multi-color object situations. If an object is composed of multiple color parts, each part might be segmented as a separate region. Fig. 2 shows an example. The bottle is divided into two segments. If a part of an object is occluded by another object, these two objects might be merged into one region in an image. Fig. 3 shows an example. In this paper, we solve this problem by introducing photometric invariance in the interaction framework.

III. REFLECTANCE RATIO TO MEASURE THE COMPATIBILITY OF ADJACENT REGIONS

The reflectance ratio, a photometric invariant, represents a physical property that is invariant to illumination and imaging parameters. Nayar and Bolle [17] presented that reflectance ratio can be computed from the intensity values of nearby pixels to test shape compatibility at the border of adjacent regions. The principle underlying the reflectance ratio is that two nearby points in an image are likely to be nearby points in the scene. Consider two adjacent color regions $r_1$ and $r_2$. If $r_1$ and $r_2$ are parts of the same piece-wise uniform object and have a different color, then the discontinuity at the border must be due to a change in albedo, and this change must be constant along the border between the two regions. Furthermore, along the border, the two regions must share...
similar shape and illumination. If \( r_1 \) and \( r_2 \) belong to different objects, then the shape and illumination do not have to be the same.

If the shape and illumination of two pixels \( p_1 \) and \( p_2 \) are similar, then the reflectance ratio, defined in Eq. (1), where \( I_1 \) and \( I_2 \) are the intensity values of pixels \( p_1 \) and \( p_2 \), reflects the change in albedo between the two pixels [17].

\[
R = \left( \frac{I_1 - I_2}{I_1 + I_2} \right)
\]

For each border pixel \( p_{1i} \) in \( r_1 \) that borders on \( r_2 \), we find the nearest pixel \( p_{2i} \) in \( r_2 \). If the regions belong to the same object, the reflectance ratio should be the same for all pixel pairs \((p_{1i}, p_{2i})\) along the \( r_1 \) and \( r_2 \) border.

We use this reflectance ratio to determine whether or not geometrically adjacent regions in an image come from a single object. If the adjacent regions come from a single object, the variance of reflectance ratio should be small. Otherwise, large.

If there are \( n \) reflection ratios \( x_1, x_2, \ldots, x_n \) in the border regions, the sample mean and variance are defined by

\[
\text{Mean} = \frac{1}{n} \sum_{i=1}^{n} x_i
\]

\[
\text{Variance} = \frac{1}{n} \sum_{i=1}^{n} (x_i - \text{Mean})^2
\]

In addition, we examine the reflectance ratio for isolated regions if their boundaries have discontinuous parts. If the ratio varies much along the line connecting the discontinuous points, multiple objects might form the region due to occlusion.

IV. INTERACTIVE OBJECT RECOGNITION

The system applies the initial segmentation method described in Section II to the input image to find uniform color regions in the image.

Then, the system examines one-to-one correspondence between a region and an object. A simple measure for this check is the variance of the reflectance ratio. If \( r_1 \) and \( r_2 \) are part of the same object, this variance should be small (some small changes must be tolerated due to noise in the image and small-scale texture in the scene). However, if \( r_1 \) and \( r_2 \) are not parts of the same object, the illumination and shape are not guaranteed to be similar for each pixel pair, violating the specified conditions for the characteristic. Differing shape and illumination should result in a larger variance in the reflectance ratio.

We performed experiments to examine the usefulness of this measure. We measured the variance of reflectance ratio from 80 test images that are taken in different illumination conditions. The images consist of 40 multicolor object cases and 40 occluded object cases. Fig. 4 shows the result.

From this experimental result, we classify situations into the following three cases depending on the variance values of the reflectance ratio.

Case 1: If the value is from 0.0 to 0.0020, we confirm that the regions are from the same object.

Case 2: If the value is from 0.0021 to 0.0060, we consider the case as the confusion state.

Case 3: If the value is greater than 0.0060, we confirm that the regions are from different objects.

In cases 1 and 3, the system proceeds to the next step without any interaction with the user. In case 1, the system considers that the regions are from the same object, while in case 3, they are from different objects. In case 2, however, the system cannot be sure whether the regions are from the same objects or different objects. The system follows our basic framework in this situation. It asks questions of the user.

For simple and user friendly interaction with the user, we divide case 2 further into three categories. Different questions will be asked to the user, based on the value of the reflectance ratio.

Category A: If the value is from 0.0021 to 0.0030, the robot will ask, “Are those regions parts of the same object?” (Yes/No)

Category B: If the value is from 0.0031-0.0040, the robot will ask, “Are those regions parts of the same object or different objects?” (Same/Different)

Category C: If the value is from 0.0041-0.0060, the robot will ask, “Are those regions parts of a different object?” (Yes/No)

We assume that it is easy and convenient for the user to say ‘Yes’, because the reply ‘No’ sometimes may require some extra information to explain the justification of his/her answer.
V. EXPERIMENTS

We performed several experiments to examine the effectiveness of our approach. As mentioned in the introduction, we are developing a robot to get objects ordered by handicapped people. Main target objects are cups, cans, bottles, fruits, books, etc., on tables or shelves. We set up experimental scenes by considering this application.

A. Example Experiment Cases

We performed experiments for various cases in different illumination conditions. Here, we show four typical example cases.

Experiment 1: Multicolor object case

After the initial segmentation and merging regions based on the mean shift and HSI, two regions, yellow and red, are found (Fig. 5). The reflectance ratio in the region’s boundary is 0.0011. Since the value falls in case 1, the system concludes that these two regions are parts of the same object.

Robot: Is there an object made of two colors yellow and red?
User: yes.

Experiment 2: Occluded object case (1)

In the scene shown in Fig. 6, the segmentation process gives only a region. The system checks the reflectance ratio along the line segment connecting the points where the boundary is not continuous. Since the variance of reflectance ratio is 0.0061, the system judges that the region should be divided into two as shown in Fig.7.

Robot: Are there two partially occluded yellow color objects?
User: yes.

Experiment 3: Occluded object case (2)

After initial segmentation, two regions, yellow and red similar to experiment 1, are found (Fig. 8). The variance of the reflectance ratio on the region boundary in this case is 0.0045. Since the situation is case 2, the robot needs the user’s assistance. As the value falls in the range from 0.0041 to 0.0060, the robot asks the following question.

Robot: Are there two partially occluded yellow color objects?
User: yes.
Robot: “Are there two different color objects partially
occluded by the other?”
User: Yes.

Based on the user response, the robot confirms that the two
regions are parts of different objects.

Experiment 4: Complex case

In the scene shown in Fig. 9, there exist three objects: two
single color objects and one multicolor object. Two objects
are partially occluded by the third object. After applying
the initial segmentation technique, the robot obtained four
connected regions, R1, R2, R3 and R4. To confirm which
regions are parts of the single or different objects, the robot
examines the value of the reflectance ratio of the adjacent
regions.

\[
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0.0011 \\
R_4 \\
0.0021 \\
R_3 \\
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Figure 9. Image containing single color, multicolor and occluded objects.

Fig. 9 shows four regions R1, R2, R3, R4 and the variances
of reflectance ratios for the different adjacent region
boundaries. According to the value of the reflectance, the
robot concludes that regions R1 and R2 are parts of different
objects, because the value of the variance is greater 0.0060
(case 3). Regions R3 and R4 are parts of the same object,
because the value of the variance is less 0.0020 (case 1).
However, the robot is not sure about the regions R1 and R2,
because the value of the variance is in the range of case 2.
The robot needs the user’s assistance. As the value is in the
category A in case 2, the robot interacts with the user in the
following way,

Robot: “Are those regions parts of the same object?”
User: No.

Then, the robot comes up to know that regions R1 and R3
are parts of different objects. Finally, the robot understands
that there are three objects; one is a multicolor object
composed of regions R1 (yellow) and R4 (red), and the other
two regions R2 (blue) and R3 (red) are single color objects.

In complex cases like the above, the user may not know
which part the robot is talking about. The robot should make
this clear to the user. In the above experimental case, the user
cannot understand what ‘those regions’ mean only from the
robot’s utterance. The system shows the regions of interest on
the display screen to the user in the current implementation.
We would like the robot to do this by speech and gesture as
humans do. For example, the robot will point at the regions
by its finger when they speak. And/or the robot will give
more information by speech, such as saying, “I am talking
about the objects besides the blue one,” in the above case.
The user now knows that the robot is talking about the red
and yellow objects. These are left for future work.

B. Comparison Experiments

We performed experiments to examine how much the
proposed system could reduce the user's burden. We modified
our previous system [9] to compare with the current system.
Our previous system assumed one-to-one correspondence.
We have added a module to correct the segmentation result to
satisfy the one-to-one correspondence through interaction
with the user. The robot system tells the current segmentation
result to the user and asks if this is correct. If the user's
answer is negative, the robot asks the number of objects in
the scene. If necessary, it asks which regions come from the
same object or which region should be divided into multiple
objects. Actually, this module has been developed for the
current system so that the system can identify target objects
when it cannot make decisions. We counted the number of
questions necessary to identify target objects for this
modified previous system and the proposed system.

For example, the modified previous system worked as
follows in the case of experiment 1 (Fig. 5).

Robot: Are there two single color objects?
User: No.
Robot: How many objects in the scene?
User: One.

The numbers of required questions are two. However,
using our method, the robot does not need any human
assistance to know the number of objects in the scene. It
needs only a question asking for confirmation.

Table 1 shows the results for the experimental cases 1-4
described in Section V (A). It also shows the results for other
six cases. The results confirm that our current system needs a
smaller number of questions than the previous system.

We show that the decision based on the reflectance ratio is
useful. However, there are cases that the system cannot
determine where to check the ratio. For example, suppose that
there is a small object in front of a large object and their
colors are the same. If there are no discontinuous points on
the boundary, the system misjudges these objects as one object. In this case, the system can tell through interaction with the user that there are two objects. However, we need to improve image processing capability to detect these two objects separately such as by examining edges or slight color changes.

Table 1: Comparison experiment.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>Number of objects(regions)</th>
<th>Number of required questions</th>
<th>Our method</th>
<th>Our previous system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1(2)</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2(1)</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2(2)</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3(4)</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5(7)</td>
<td>3</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1(3)</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4(6)</td>
<td>2</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3(5)</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2(2)</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2(4)</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

VI. CONCLUSION

The service robot that carries out tasks ordered by the user through speech needs a vision system to recognize the objects appearing in the orders. The target objects can be single or multicolor, and in real scenes, some objects may be occluded by others. The system should have a capability of dealing with all possible complexities of single color, multicolor and occluded objects. This paper proposes to use photometric invariance to reduce segmentation failure cases. Our proposed method using a photometric invariant with the help of the interaction with the user can efficiently and accurately identify single color, multicolor and occluded objects in different illumination conditions. Experimental results show the usefulness of the proposed method. Although the system cannot recover from all segmentation failures, this kind of improvement can make the system more acceptable.
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